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Innovation process:

d New tech/Al-model
 We have a market, let’s sell!
[ First prototype

 Integration and compatibility

 Cybersecurity and GDPR
 Laws and E-Governance
 Tough production environment
U Price or value?

1 End-User perspective?
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Research-Only

Industrial R&D

Low/High TRL
ABM/PLF

One/Multi-Species

Behavior/Health/Production

So, where and how do we start?

Data Availability
Model
Transfer Learning
Expected Qutcome
Resources

Real-World Performance

Interpretability
Integration Potential
E-Governance
Public Opinion
Digital 3R

Security
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What can we see with help from

Computer Vision/Al?
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Important: to come as close to an individual animal as possible!
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Since a large part of machine learning is feeding data to an algorithm that performs
heavy computations iteratively, the choice of hardware also plays a significant role in
scalability.

Scaling activities for computations in machine learning (specifically deep learning)
should be concerned about executing matrix multiplications as fast as possible with
less power consumption (because of cost!).
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200 000+ USD 1500+ USD 70+ USD

As well as their cost and efficiency...
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= CNN = Transformer
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Aren’t we being ridiculous?
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JL RTX 2080 Ti Slowdown vs Power Limit
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How do we contribute to sustainable Al-development?

EDGE-computing

TinyML

“Building Blocks” -
approach




Simple models and a lot of data trump more elaborate
models based on less data.

More data beats clever algorithms, but better data beats
more data.

Peter Norvig



JL Want to chat about Al? Collaborations? Virtual

SLU
coffee?

oleksiy.guzhva@slu.se



	Slide Number 1
	Importance of scalability of computer vision models within the livestock sector: how to achieve a painless transition from research into practice
	Slide Number 3
	Slide Number 4
	Slide Number 5
	Innovation process:
	Slide Number 7
	Slide Number 8
	Slide Number 9
	Slide Number 10
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Tools for development
	Slide Number 17
	Aren’t we being ridiculous?
	Slide Number 19
	Slide Number 20
	Slide Number 21
	Slide Number 22
	Slide Number 23
	Slide Number 24
	How do we contribute to sustainable AI-development?
	Slide Number 26
	Want to chat about AI? Collaborations? Virtual coffee?��oleksiy.guzhva@slu.se



