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Abstract

The recent progress in development of low-budget sensors and single-board computers has enabled
deploying artificial intelligence (AI) on the edge which in turn allows service providers to deliver
reduced latency, efficient bandwidth consumption, improved data security, increased privacy, and
lower costs. Tiny machine learning (ML) models implemented on such smart devices can be used
for object recognition [1] and time-series classification [2]. Furthermore, increasing computing and
connectivity capabilities of modern microprocessors has made it possible to deploy tiny AI/ML
models not only for inference but also for training [3]. In this study, we focus on implementation
and evaluation of supervised and unsupervised machine learning models which can be deployed
and trained on tiny smart devices for classification, regression and anomaly detection. We con-
duct our experiments in the context of three following use cases: wind speed estimation and
anomalous vibration detection and classification. First, we study various traditional and neural
network based ML methods which can be employed to solve the problems formulated under low
computing and memory resource constraints. These include but are not limited to various deep
learning architectures [4], decision tree ensembles [5] and stream clustering algorithms [6]. Next,
we discuss techniques and tools which can be used to implement these algorithms on single-board
devices. These for example involve automatic machine learning optimization to produce maximum
performance from learning tools without human assistance [7]. Finally, several of the most effi-
cient machine learning algorithms found are implemented on multiple modern microcontrollers and
evaluated in terms of prediction error, classification accuracy, inference time and other metrics.
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